Engineering / IS Computer Committee Meeting

April 19, 2006

Attending:  Matthew Kuhn, Peter Osterberg, Sig Lillevik, Peter Chamberlain, Paul Erdmann, Joe Holstein, Kent Thompson

Matthew wanted to work through the functional requirements list to try to finalize solutions and updates.

Paul indicated that he has ordered 10 USB Hard Drives, each with a total of 100GB, for Engineering to use as a way to backup files for the move over to Buckley Center servers.  Would IS be willing to purchase a small number of thumb drives of 1GB or so for faculty that may want to use these in lieu of putting their information on a shared drive?  Yes.  

R – Matthew – provide Paul a list with faculty that would like the use of smaller size thumb drives to use during the transition.

The new “U” Drive – is it up and running and available for testing?  According to Paul, the structure is set up and will be ready for testing soon.  Paul will notify Matt when it’s fully up and running and available for test.  In the meantime, the computer that is set up and working in the Engineering Conference room currently has access to the “P” and “U” Drive.  Capacity for the “U” drive is set, however it will increase in size as capacity dictates.  The capacity for the “P” drive is 1GB for faculty and 500MB for students.  This will only be increased upon special request.
Matthew asked about course accounts currently on the “S” drive and will these be moved?  The course accounts on the “S” drive allow students to move and access files and information for specific courses as well as faculty to use for reference, updates, etc.  Not every course has a course account on the “S” drive.  

Paul noted that the entire contents of the current “S” drive will be moved to a new temporary space on the new SAN server.

After the change-over, faculty and staff will be able to access their files in the temporary space drive and move those files and folders to the appropriate locations on the new “U” and “P” drives. No timeline has been established for the temporary space to no longer be available to faculty to move this information.

Q:  Will UNIX / LINUX customers be able to access the “P” and “U” drives in July?  Yes.  Kent indicated that remote access through Cygwin and SSH to DMZ server running SMB protocol would work.  

R – Kent / Owen / Peter O.  work on getting this up and running and functioning after the switch over in July.

Paul indicated Corey has done some Unix testing, so he may be able to offer some insight and expertise as well.

Q:  Is the University going with GroupDrive?  Paul indicated Jenny Walsh is working on this project and Group Drive will primary be used to access the web from home machines.  Best to check with Jenny Walsh on further GroupDrive developments.

Q:  When will testing of the CISCO VPN Client be available?  Paul indicated the VPN is getting installed on the DMZ server June 5-7, 2006.  After the installation, it will be ready to test, but he will notify Matthew when that time arrives.

R – Paul – let Matthew know when VPN is ready to test

R – Matthew – provide list of testers to Paul and Bryon for testing the VPN when it’s available.  This list will include Peter Osterberg, Peter Chamberlain, Sig Lillevik, and Matthew Kuhn.
Matthew asked what the comment about the VPN being justified and approved and what does that exactly mean?  Not sure, but the University has obtained 500 clients for the new VPN access.  Is there any other support other than Cisco VPN?  No, only CISCO VPN client and appliance will be supported.
Q:  Will off-campus Windows users be able to run and access UNIX / LINUX via an X-Term window?  VPN will allow customers to do that remotely.  Question was asked if this was overkill?  No, since VPN is the secure tunnel that gets users from their remote machines into the University system.  VPN will be a bit slower than what is currently in place.

Paul indicated that the DMZ server will be where everyone enters the network.  Prior to being ready, it will take some testing to see what kind of restrictions are needed with keys to access.  DMZ stands for De-Militarized Zone, a standard industry term for this type of system.
Q:  Will faculty and students be able to print out of UNIX / LINUX, i.e. the “lpr” option after the cutover?  Currently Pharos is not working in the Engineering Building and will be resolved by IS.

Faculty will have use of 2 more laser printers that will be installed on the 2nd and 3rd floors and hopefully resolve any printing issues.  Paul will check that the door lock accepts FJO keys.
Q:  What is the status of WinSCP for Windows and Unix clients remotely?  This will be replaced with VPN access.

Paul indicated that a majority of our current issues and questions should be resolved by the installation of the new VPN network.

Question came up on status of student/faculty access privileges to servers, MOSS, communication with students from dorms and labs, etc.  Current committee members were not able to help answer these questions, which came from Steve Vegdahl, Tammy VandeGrift and Karen Ward.  Matthew suggested that one or all of them confer with Paul about their specific requests and the transition.  Kent is also a resource that could help clarify their specific needs and requests.
R – Steve / Tammy / Karen – set up meeting with Paul Erdmann to help understand and formulate a solution to their specific needs.  
Q:  Will authentication and network access to files from native UNIX clients be available after the cut-over?  Paul indicated that special client software will not be needed because users can mount SMB file shares within the campus.  The installation of the VPN network will help for off-campus access.
Engineering Lab 314A will be an isolated room and have its own VLAN off the network and not attached to the DMZ.  IS will need to know what is needed for that lab in order to accommodate our needs.

R – Sig / Kent – let IS know what will be needed in 314A.

LEDIT  and PSpice will no longer be available as UNIX programs, particularly due to the Sun Solaris machines going away and no longer supportable.  New solution will be Windows based.  BLT will remain, as that runs on LINUX.  Matthew did indicate that LINUX software would become the bridge from LEDIT to B2Logic
Q:  Status of forwarding egr.up.edu email after the “S” drive is turned off.  Concern is many faculty have professional papers and information on the web that lists egr.up.edu as their email address.  Is there a way to have that forwarded and redirected with a note to the sender of the new email address?

R – Paul – have egr.up.edu email addresses maintain a re-direct and forwarding to the new email addresses for an extended period of time.
Q:  Will we be able to continue to maintain license servers for MatLab, etc?  Yes, Sheila Smith along with others in IS are working on software renewals and requests to help maintain our current level needed for course and lab work.

R – Matthew – submit to Paul a list of classes and software required / requested to be installed and supported on the new blade servers.

This will be in lieu of having faculty fill out individual New Blade Server questionnaires.

R – Matthew - will email the committee to schedule the next meeting for the week of April 24th.

Respectfully submitted,

Jamie Strohecker

Engineering Secretary

